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20. Abstract (cont'd). 1)

matching technique is used. There are an infinite
number of choices, but it can be proved that component
prior distributions can always be chosen to fall with-
in a certain range, and still give the desired system
outcome provided the desired system prior distribution
is well-behaved. Results are obtained by considering
the case for a system composed of two independent
components in series, a system composed of two inde-
pendent components in parallel, and the more general
system composed of a combination of the preceding two.
One has the fclowing three theorems:

THEOREM I: If S*,F* are independent series system
prior parameters such that -I<S*,F*<2 and -2<T*<l then
we may find component prior paramenters S,F, such that
-- I<F<l, -<S<2 and -2<T<l which give S* and F* for
system paramenters. If in addition F*<l then -i<F<O.

THEOREM II: If S*,F* are independent parallel system
prior paramenters such that -I<S*,F*<2 and -2<T*<l
then we may find component prior parameters S,F such
that -l<S<l, -1<F<2 and -2<T<l which give S* and F*
for system parameters. If in addition S*<l then -I<S<O.

THEOREM III: If the desired system prior paramenters
S*,F* satisfy -I<S*,F*<2 and -2<T*<l then there exist a
set of component prior parameters S,F which fall into
the same limits and give the system the desired prior
distribution.



ABSTRACT

A necessary part of the Bayesian method is the

choice of the prior distiribution. In reliability
assessment it is often desirable to obtain prior distribu-

tions for the components of a system which give a uniform
prior distribution for the whole system when a moment-

matching technique is used. There are an infinite num-
ber of choices, but it can be proved that component prior

distributions can always be chosen to fall within a cer-
tain range, aud still give the desired system outcome
provided the desired system prior distribuzion is well be-

haved. Resulta are obtained by considering the case for

a.system composed of two independent components in se2ies,
a system composed of two independent components in par-

allel, and the more general system composed of a combi-

nation of the preceding two.. One has the following three

theorems:

THEOREM I: If S*,,F* are independent series system
prior parameters such that -l<S*,F*< 2 and -2<T*<l
then we may find component prior parameters S,F such that

-l<F<l, -l.S<2 and -2<T<l which give S* and F" for

system parameters. If in addition F*% 1 then -1<F<O.

TiiZOTREM II: If S*,F* are independent parallel system

prior parameters such that -1<S*,F*e. 2 and -2<T<l 1
then we may fand component prior parameters S,F such that

-l<S<l, -l--F<2 and -2<T<l which give S* and F* for
system parameters. If in addition S*.Q.l then -l<S<O.

TiC,ýý:M III: If the desired system prior parameters S* ,AF

satisfy -I<S*,F*< 2 and -2<T*4l then there exist a set

of co;..ponent prior parameters S,F which fall into the sazme
limits and give the systemkiae desired prior distribution.

I I



SELECTION OF PRIOR DISTRIBUTIONS FOR BAYESIAN RELIABiILITY

ASSESSMLENT

A unique problem which confronts the user of

Bayesian methods is how to choose the proper orior

distributions. In applications to reliability assess -

meat of mechanical/electrical systemsI this amounts to

choosing prior distributions at tha component level which
give a uniform(f(R)=l) prior at the system level. The
question that. naturally arises is "What. kind of ccntrol

do we have over these priors,i.e. between what limits

can we trap them?" To avoid prior distributions dom-
inating the test data it is desirable to choose beta

curves with test parameters as small as possible. It

is 6ho purpose of this paper to show precisely how well

this can be done.

The user of these methods is quite aware of the

fact that some of the parameters for beta curves invari-

ably turn out to be negative, i.e. for most ýystems aC) S
beta curve prior with equation B(S,F)R (l-R) , B(SF) the
beta constant, will have one of SF negative. This is
an unfortunate situation because priors are supposed -o

reflect prior knowledge, and S<O implies that the com-

ponent has failed more than it has been tested, while

F<O implies that the component has worked more than ic
has been tested, both of which are impossible. These

situations have been encountered where for simplicity
all components -in a series have been assigned the same
prior, and the same for components in parallel. One

might hope to get around this by allowing different

priors for different components. Yor example, for a

system composed of two components in series,

1 , one might try to give (1) and (2)
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different priors to make the system uniform, and thus

eliminate any negative parameters. If parameters for

(i) are 8iTi then the system mean is

S4 +1 S0+1 .5 (mean of a uniform distribution)

and second moment

~+l ÷�23._1* I l (second moment of a unif.dis.)
T1 +2 Tl+3 T2+2 T2 +5

Thus S1+1 S - 5
Tl+2 T2+2

S,+2 S-3+2 _ 2
T1+5 T2+• 5

So we get

(a) 2SIS2 +2S1+2S2 +2=TlT2 +2T1 +2T2 +4

(b) 3S1S2 +6S 1+6S2 +12=2TIT2 +6T1 +6T2 +18

3(a)-(b) implies 3SIS2=TIT2

Therefore (a-) gives 2(Tl-Sl)+2(T2-S2)=-SlS2-2

If both F 1 ,F 2 > 0 then -SIS 2 -2>0 or -2>4SIS 2 so

one of the Si's is negative.

Hence any hope of conquering the problem this way is

futile. Thus it does no real harm to assign the same

priors to, for example, both (1) and (2) , and it sim-

plifies the calcuiation enormously. Since all systems

can be broken down successively into either two things

in series or two things in parallel, it will suffice to:

prove theorems for those two,: cases.

INDEPENDENT SERIES SYSTEM

K\2



The uniform system prior is just one of many system

priors. The theorems will be proved for the more general

casxo of a desired system prior with -2<T*< 1, -5< S*< 2,

-l< F< 2. The uniform case has S*=F*=T$=O. Suppose

then that we desire a system prior which falls within that

range. The system mean m and second moment mm will come

from parameters in the above range. If S and T are the

component parameters (same ones being assigned to both

(1) and(2)), then

mm 2

m• •22

mm m(s+2) 2
-(T5)2

Solving we get

T 1+21-m mm /m

s = 2.- R'/m-"mm/mffm /M -1

F = T-S

THEO0REM A: -1 < F< 1

proof: F>-1 iff 1- 2 J-m-)miM + m•M

if- / >o

iff 1-fE' >Em•-•(l/4" -1)
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S~~~~iff l-FM • (-•/•

iff I >.Mm/m,true since

M/-A <. since F*> -1 whero,

S*,F*,m* are thedesired system parameters.

F < 1 if l+21-m -3Fm-m/i -25- +mm/ ÷ +÷mm - f- 7-/m + • < 0

if l-3-Mm/M + 4- + F 4 0

if f(x,y)= 1-3rf + 47 + ýxy 4 0

e S*+ S*+2
where x= T+ , y

Since this is a proof which uses a method common to several

proofs, let me elaborate a little. Solving for S*,T" we

get T*= 1+ 2x 2x - xy:

y-x y-x

S">-l implies x>O

F*>-l. implies x,y<l

T* < 1 implies y> .25 + .75-x

"So the region R that x,y fall. into is '"

It suffices to show f!O on this region. x

- 1C ý.

Thus there are noý extrema. within the boundary. It there-

fore suffices to check that f-!5:0 on the boundary (f is

then strictly < 0 inside since anywhere where f=O would

be an extrema).



-5-

For y=l we get -2 + 2Fx which is true since x4l

For x=O we get f7 >1/5 which is true since y> .25

Wo noed therefore only check y- .25 + .75x

Let z = Tx- then we need show

1-3 .25+75 + ±z+z .25 + .75z, 0

if + Z < (3-z) .2+ .75z
4 3 2

iff g(z) 3z - 1_ z + 24z - 14z + 5 > 0

5 2

Now g' = 12z - 54z + 48z -14

2
= 36z -l08z + 48 so (g)' has one zero between

0 and 1, and one can check that g' is negative there.

Therefor,- 0 for all z. on the unit interval since

bot' cadpoints are negative which means that all possible

extrema of g' are- negativeý. Therefore g is decreasing.

Also g(l) = 0 so g>-O.
QED

We may note that F can be 0. If S*= -. 97, F*= 1.97

then prior *,.F are -. 879, +.087.

THE0 R I B: -2 T 1

Proof: T>-2 'ff 1±+ 2T -5mm/m/ + 2 -2fM >0

if l>mm/m true.

T < 1 iff 1 + 3fm-ý4MM/m< 0

if f I + 3F- 4V< 0

_- = f 0
3j'
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Along x=O the theorem is true since y Ž.25>1/16

Llong y=l the theorem is true since F < 1

On Y .-?5 "+ .75 x •:i-h z=W it suffices to show

2
1 + 3z -4.25 + .75z < 0 iff

2
3z -6z +3 > 0 if

2
3(z-l) > O, true

QED

T can be less than -1, e.g. S*=-.99, T*=O give prior

C and F of -. 94,-.23, ao T is < -1.

THEOREM C: -1< S<2

Proof: S >-l iff 1- jmm/m > 0., true'

F > -l implies -F K 1

T < 1 implies T-F< 2, i.e. S<2.

QED

S can exceed' 1, e.g. S*=.99999952, F*=-.33335349 give

priors of S=1.147, F= -. 668.

People who have worked with series systems may be
used to F always less than 0. As noted before, this may
not always happen. But if the desired system prioo has

F'•-l, such as in the uniform case, then F will be less
than 0. This says that if the system is good enough to
"have failures < 1 then the components must work more

often than they are tested.



TH0•REOR...M D: If additionally F*1 then FO

Proof: it suffices to show 1 - 2 -mm + Im < 0

i.e. f(xy)= I - 2Y +X -. o

Now F*-Z. 0 Implies y >(l+x)/(3-x)

Sf

5- =ýx = 0 only if' y=0 which is not in the region.

The boundary curves x=O, y=l are trivial to evaluate.

On y= (l+x)/(3-x) set z=

It suffices to show 1 - 2 ++z2 )/(5-z2 ) + z,1(l+z2 )/(3-z2 ) 0_o

iff g(z)= z4 -4z 5 + 6z2 -4z + 1 > 0

' = 4z - 122 + 12z -4

9"= 12z2 -24z + 12 > 0 so g' is increasing.

g'(1)=O, thus g'Z-O so g is decreasing. g(l) = 0.

Therefore g:;_O.

QED

These results may be summarized by the following:

THEOREP I: If S*,F* are independent series system prior

parameters: sucn that -,1<S'1 ,F*< 2 and -2-<T*< 1 then

we may find component prior parameters S,B such that -1 <F< 1,
-l<S. - 2 and 2<T<Z which give S* and F* for system

parameters. If in addition F*< 1 then -1< F< 0.

INDEPENDEINT PARALL]LM SYSTEM

1I



"In thiz case,

-. 2 (s+) 22m 10+2 -(-- )

mm= EC(R1 + R2- RIR2)2

E(R + 2E(R)(R 2 ) + E(R2
2 ) -2E(R 1

2 )E(R 2 )

-2E(R1)E(R 2 ) + 1)(22)

2S+l + '2(S+2 (S 2  2
2- 2 + 2 .' -,2 4(S+-)2(S-2 + (+) (S+2

Solving we get TSi=8+ 1 ± - 1 - -

(since we wish F>-)> )

S~S+I
Le' A = 1 - ý-rA, then ' = A

S + 2A2  4A2 (S+2 2xS+2)
"S +2 ± (- ) + (+A+2An+2)"

S A

2A-1 + ! (1-2A) 2 - (2A2 -rm)
A

A where: B = 2A-1 + F (1-2A) 2  (2A 2-_m)

• sfa chosen since otherwise B< A2 which

would make S<-1)



We prove the following two weak inequalities:

(1) B< A

(2) A2 < B

(1): We must show A-I + F(2A-1)2 -(2A 2-m_) < 0

iff A2 -2A + mm - 0
iff 1 - 2 I•m+ I1- m - 2 + 2 + --M ÷< 0

iff mm<m, true since F*>-1.

(2): We must show 2A - 1 - 2 I(2A-1)2 - 2A2 + mm > 0

i ff A 4 - 4A3 + 4A 2 -mm <

ihJ (2-m-2[l-m)(2-m+2 <-mY < mm

2_iff (2-m) - 4(l-m) < mm
iff AOm2 4 .mm

iff S*+l S*+1 S*+l S*+2
T*+2 T* 2 V+2 T--+3

iff S*+1 S*+2

iff F*> -1, true.

S+l S+2 B

So solving for S and T we obtain

T! 'Ii- M 1: -1<S lI
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P4-oof~ S >-1I i~f f- AB > 0 iff A>B ..ruue.

S < 1 iff -2B - A3+ 3A<0

iff A4 + 10k5 + (-20±mm)A 2+ 4mrnA + 4m > 0

Zý21 8 -18M -841 r+ 14mrnY-m+ m + iomt

m-Irnm -6mn. j -rn 0

iffI 1(x,y)* = 8 -18x - 8F1-x + 14x~/1-x

+ X +io~xy X2 y - 6xyfl-- > 0

ýy lox X 6x~Y x(1o-x-611Yxh > 0 except on

x-0. Oni x=0 we get 10y>O0, true-. On y=1 we get

8 -8x -8jl_-x +8xfT:>O if

8(1-x) - 8(1-x)fJl-x > 0 i~ff

I.-~- > 0, true.

Thus it suffices to check f on. y= .25 + .75x, i.e. we

must show 8 -18x - 8f1T7z+ 1x x + X 2 + 10x(.25 + .?5x)

-x 2( .25 + .75x) 0- x(.25 + .75x) 1-xx 0O
iff 5x2 0x + -52 > 2.j (G-x

iff 9X + 144x5  3 8LX + 256x > 0

iffi g(x>= 9x3 + 144x 2 -384x + 256 ?0O

g' 27x 2 + 288-,- 38'4

g" 54x + 288 > 0 so g' is increasing, moreovcr

K0so g' i s, <.0; is decreasing-with g(l) > 0

QED
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S can exceed 09 e.g. S*= .97, F'= -97 give priors

of S= .088, F= -. 879.

TH;0 RI'M 2: -2,<T< 1

Proo~f: T>-2 iff A .3B + 2B - 2A2 + 2A2 > 0

if£ A- B > 0 , true.

T<I -iff A - 4B + 5A2 < 0

iff 5A2 _ 7A + 4 < 4F27 - 4A +1 mm

iff 9I4 - 42A3 + 41A2 + 8A- 16m < 0
iff -6 + 1 + 6- -6mF l--m + c)m2 -16=•

< 0

iff f(xly) =-6 + 13x + 64Y1x - 6x~Y

+ 9x 2 - 16xy e 0

Sf '-16x= 0 only on x 0

f is trivially < 0 on x = O. For y = we get

(x-I)(9x+6) + 6fj-x(i-x) < 0 iff 6Fl'-x < 9x + 6,

true since x > 0. Thus it suffices to look at

y = .25 + ?75x. We must show

-6 + 13x + 61-x - 6x lT- + 9x2 - 16x(.25 + .75x) • 0

i14 5(l-x)(x-2) + 6 i-(I-x) Z- 0

iff 5(x-2) + 6{i- .0
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if f 2 F-x< 2-x

iff 4 - 4x < 4 -vx +x 2 + true.
QED

THEO"REM : -1< F <2

Proof: F T-S = A- 2B'+ Af

A.- B + AB - A2 > 0 iff 1 > A ,true.

S > -1 implies -S < 1

T < 1 implies F= T-S < 2
QED

F can excved 1, e.g. S'= -. 55333349. F* = .99999952

give priors of Sv -. 668, F= 1.147.

As in the series case, it is possible to gain more

control if one makes an additional assumption.

TIHECOQEM 4: If additionally S*< 1 then S< 0

Proof: S<0 iff 2A2 < B, + AB

iff (2A 1 + ](2A 1)2 -2A 2 + ra.
+ A(2A - I + 1(2A-1) 2 - 2 AZ+ mm ) > 2A2

-A 2A 2t

iff 2A4 + (-6 + mm)A2 + 2mmA + zm. > 0

iff (2 - m - 2 )(-2 - 2m + wz - 41l-M)

+ mM(3 - 2jY--m) > 0
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iff l1-m(-4 + 8m - MM) + (4 - 10m + 2m2 + 5mm - m.mz) > 0

iir £(xy)- I1-x(-4 + 8x - 4xy) 4i- - lOx + 2x 2

+ 5xy- x2y > 0

-•f -4x, l-x + 5x - x 2  0 iff x 0 orC)Y

.41'1X, + 5 -x =0. Tf -4 Y+ 5 x 0 then

-4< -4 l-x = -5 + x < -4 if x < 1, so this is

impossible. Thus the only possible extrema are on the

boun,-ary. f is trivially 0 on x=O. On y=l we get

F-i:'-(4x-4) + (4-5x+x 2) > 0 i f

4-x + x - 4 5 0 iff

x2 + 8x > 0, true. Thus it suffices to evaluate on

the boundary curve which the hypothesis gives us. Now

S* < 1 iff y > so it suffices to evaluate on

the curve y = + , that is, we must show

ll-x(-4 + 8x - 4x(5x)/(2+x)) + 4 - lOx + 2x2

+ 5x(?x)/(2+x) - x2 (3x)/(2+x) >_ 0

Le-ý z 1l-x ,then it zu2Lces to show
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Z1-4 + 8(1-z 2 ) 2y5(1+ 4 -0(12 +2

2 2
5(lz2 3(-z) -(z

2 2 3(1-z 0

iffA (3-z 2 )(2z - 8z + 6z 2 + 4z - 4) + (3-3z 2 )(-z 4

+ 4z3 -3z 2 -4z + 4) > 0

iff z6 - 4z 5 + 6z4 - 4z3 + z2 > 0

iff z2(z-l)4 > 0, true.

QED

These results may be summarized by the following;

THEOREM II: If S*,F* are independent parallel system

prior parameters such that -l< S*,F*<2 and -2<T*< 1

then we may find component prior parameters S,F such that

-l< S<1, -l< <2 and -2<T<*.L. which give S* and F'

for system parameters. If in addition S*< 1. then -l<S<0.

THE GhNERAL CASE

Consider now any system:, composed of independent

components which can be broken down into series and par-

al--.! subsystems. 4  Suppose a system prior is desired with

p-rac.~tors S*,F* satisfying -I<S*,F*<2 and -2zT*'<l.
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IThen by repeated application of Theorems I and II one may

derive priors for the components within the same limits.

For example, if the system were

The ysytem is the A.By 'Theorem I we can

fird priors SF within the Proper range for A and B which

give the desired• system prior. Application of Theorem II

to A an& B individ~ually yield. priors for 1,2,5,4 which

give Ac astar B the subsystem priors of AF, and thus give

the system the desired prior; One has the following general

theorem:

THE'OREMI III: If the desired system prior parameters Z7

satisfy -I$S ,F < 2 and -2<T*< 1 then there exist

a set of component prior parameters SF which fall into

the same limits and give the system the desired prior dis-

tr.bution.

Proof: Apply Theorems C and II repeatedly to the

subsystems of the system.
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